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Abstract: There are several algorithms that segment a musical piece, and process a list of melodic segments that 
are located thanks to some formal rules, which respect musical analysis. This article will present a melodic 
analysis pattern parsing in a progressive way the symbolic level of a musical text. The least informative unit is 
the note, to which a statistical approach is applied, when spreading the analysis to wider melodic segments, 
considering the single information carried by each one. The concept of information has been used for many 
years in the linguistic analysis and it has been applied to the musical language either. 
This approach has been studied only focusing on the melodic field, avoiding concepts such as tonality, modula-
tion and the rhythm particularly. The effectiveness of this model has been tested through the analysis of several 
pieces from different musicians and different ages, trying to vary different composition techniques: from mon-
ody to polyphony to harmonic writing, where the main melody is almost hidden inside polyphony, approaching 
different composition styles through a unique analysis methodology. 
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1 Analysis and information 
Confronted by the amount of information daily re-
ceived by anyone, analysis represents a central ac-
tivity that models and interprets phenomena and re-
ality processes.  
Analysis becomes an instrument which allows a 
protection of a large flow of information and acts as 
a filter of this information.  
Musically speaking, analysis provides reading ways 
that make understand the real essence of a musical 
event: listening to a work means both interpret and 
analyse it. 
Analysis can change in every single listening and to 
every listener: it is the infinite plurality that is part 
of the opera, it is the expression of the work under-
standing in everyone’s language, in their own emo-
tions and expectations. 
Facing this multiplicity, the aim is to work on the 
theories imposing models accepted by many listen-
ers. 
Even before it is crucial decide whether to presup-
pose the existence of universal rules that should be 
discovered from the job of analysis. 
“Musical analysis is the subdivision of a musical 
structure into simpler elements (Musical Objects), 

and the research of the functions of these elements 
inside this structure”. 
By Musical Object it is meant is a staff fragment 
which contains a certain amount of notes, repeated 
several times ( but also subject to variations, see 
Fig.2, 3, 4) in the same piece. 
 

 
Fig.1: Invention with two voices from Bach n.1 in D 
Major ( first three bars of the first staff). 
 

 
Fig.2: Invention with two voices from Bach n.1 in D 
Major. In the first stave it has been represented the 
notes sequence of the first bar , in the second and in 
the third one the transposition found regarding bar n 
2 and n 8. 
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Fig.3: Inventions with two voices of Bach n.1 in D 
Major. In the first stave there is the notes sequence 
of bar 1, while in the second stave there is its inver-
sion ( bar 3). 
 
 

 
Fig.4: Invention with two voices of Bach n.1 in D 
Major. In the first stave we find the notes sequence 
of bar 1 instead in the second one there is its retro-
gradiation. 
 
 
The main aim of this segmentation is to identify 
these musical objects that will be indicated as 
themes. 
In musical analysis one of the most important ele-
ments is the object that represents the fundamental 
motif of a composition sometimes also recurring in 
a composition, especially if it is a long-time work. 
It is a melodic fragment that has a clear individual-
ity and recognition, often so important to character-
ize the whole musical piece. 
Thematic elements are never such clearly expressed 
on the score by the musician, that is why a fragment 
does not have to be considered a motif. 
This lack of explanation can identify the musical 
language as a meta-language, without rules about 
syntactic and semantic elements of the composi-
tions, that make art mysterious. 
 
 

 
Fig.5: Extract from Intermezzo score Brahms op. 
119 n. 3 
 
 

The most important part of melodic analysis is to 
define what is intended by motif repetition; more 
specifically which of the textual repetitions in the 
score could be associated to the definition of musi-
cal object, when there are different repetitions, 
which criteria to adopt in order to select only the 
part that can be considered “meaningful” by an ex-
pert. 
 
 
2 Information  
Amongst the various algorithms realized for the me-
lodic segmentation of a piece, the final choice of the 
segment is made through the comparison between 
each fragment found with a specifically compiled 
list of rules. The suggested model represents a new 
approach, based on a valuation of information that 
every musical fragment owns. 
Information is the base of every human activity. All 
evolution, first biological, then social and cultural, 
has been marked by an ever increasing intense and 
diffuse exchange of information. 
Information is the medium through which living be-
ings evaluate the environment in which they live in 
to protect themselves, to feed themselves and to 
adapt.  
This is why information is considered an important 
resource for life on the planet: without an exchang-
ing of information, life could not have evolved or 
affirmed.  
According to W. Weaver and C. Shannon, informa-
tion concept includes: 
symbolic apparatus through which it shows itself. 
Information is an abstract concept that realizes itself 
through a range of symbols, and it is the meaning 
assigned to those symbols that represent it, and 
meaning allows the interpretation of information. 
Semantic content carried by information. The range 
of symbols carry a certain information data contain-
ing a precise meaning that signifies its value; this is 
the meaning that gives the semantic part of informa-
tion. As far as it is concerned, it has to be underlined 
how information is sensitive to the state of the re-
cipient: it loses value if it is already known to the 
receiver. 
Pragmatic effect produced by information. Every 
information carries meanings with the intent of pro-
ducing a certain effect. 
 
“ Information is an ultimate un-definable or intuitive 
principle, whose precise definition seems in some 
way to slip through the fingers like a shadow” 
 
On the basis of the considerations made in the pre-
vious paragraph, it is possible to affirm that in a 
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communication that happens through an alphabeti-
cal data of symbols, information is associated to 
every transmitted symbol. 
This is why information can be defined as the reduc-
tion of uncertainty that anyone could have without 
the transmitted symbol. 
In other words, the quantity of information con-
tained in a message, is greater than the same degree 
as the level of unpredictability1 in the content of the 
message itself. 
The wider the message range is that the source can 
transmit (and greater the uncertainty to the receiver 
with respect to the possible message),the greater the 
quantity of information received, and along with it, 
its own measurement: the entropy. 
In information theory, entropy is a positive value 
and not negative, as in physics. 
Taken from order-from-disorder theories, entropy 
would be the engine of the species of living beings. 
Mathematically, the measurement of the content of 
an information (I) is obtained from the Shannon 
formula : 

p

p
I

'

2log=  

where p is the probability of the message to be sent, 
p’ is linked to the use that the observer takes from 
the message and coincides with the probability that 
the information content, expected from the observer, 
has to be realized after the transmission of he mes-
sage. 
 
 
3 Entropy 
In information theory [1] (and in connection with 
signal theory [2]), entropy measures the quantity of 
uncertainty of information present in an aleatory 
signal. 
For every transmitted symbol (in a message) there 
can be a certain quantity of information linked to 
that symbol. 
In the majority of practical applications of informa-
tion theory, it is needed to operate a choice between 
messages of a set, each one with its own probability 
to be sent. 
Shannon gave an entropy definition of this set, iden-
tifying it with an information content that the choice 
of one of the messages will send. 
If every message has p1 probability to be sent, en-
tropy is equal to the sum in the entire range of the 

                                                 
1 With the term “uncertainty”, we intend simply the difficulty of guess-

ing the term. 

function log2 p1/p, each one specific to a message 
i.e. 

[ ] ∑∑ ==
•=•== n

i
i

i

n

i iii xP
xPxPxIxIEXH

1

'

21 )(

1
log)()()()()(  

The word “entropy”, borrowed from thermodynam-
ics, indicates therefore the average information con-
tent of a message. 
According to what has been said until now, the mu-
sical message can be defined as a sequence of sig-
nals organized according to a code. 
 
 

4 Information of the musical message 
To compare various segments among them, in order 
to determine which is more important, each entropy 
is calculated: the less the entropy value, the greater 
the information carried by the segment. 
To calculate entropy, it is necessary to refer to a 
specific alphabet: it is specific to the language, and, 
how it can be deduced immediately from the for-
mula (based on the probability that some signals are 
sent rather than others), it is linked to the language.  
In the case of musical language, it has been de-
signed a classification of different melodic intervals 
like alphabet symbols. 
Interval classification consists of denomination (ge-
neric indication) and qualification (specific indica-
tion): 
 
denomination corresponds to the number of grades 
that interval contains, calculated from bass to treble, 
it can be of 2nd, 3th, 4th, 5th and so on  
 
qualification is deduced from the number of tones 
and semitones that the interval contains; it can be 
right, major, minor, ............. 
 
Musical language, for research, has to be considered 
relative to a historical period, to the composer and to 
the music form of the piece chosen like the subject 
of automatic  analysis, as well as many other factors 
that can modify the rules (artistic maturity of the au-
thor, commission type, social context and so on). 
Musical language determinates the presence of spe-
cific symbols (intervals) that come from the rules 
that the composers of that time used to learn at 
school, from the genius of every composer, from the 
different type of requested phrasing and from the 
typical “writing” of different instruments. 
The succession of different intervals gives birth the 
melody, that in the first moment owes  the differ-
ence between consonance and dissonance to the 
rules.  
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The difference of style and taste between two com-
positions is also due to the different grammatical 
images that the musician uses in their compositions. 
 
This classification can create too many parameters if 
we consider it from this point of view, furthermore 
it could create at the same time a problem coding 
the knowledgebase for expert systems. With refer-
ence a very specific system, so it is chosen to con-
sider “language” as a single composition, using as a 
general rule the classification of melodic intervals, 
present in the composition teaching. 
 
From each single piece it can be extracted the char-
acteristic of the language that has been developed, 
analysing later the distribution of the intervals.  
For every single piece it is filled a table representing 
its own alphabet, considering for every interval in-
cluding its own, its ascending or descending trend: 
figure 6 shows an example of the invention with two 
voices of BACH n1 in D Major BWV 772 relative 
to the first staff only. 
 
 

 
Fig.6: Alphabet example. The first column indicates 
the denomination of the interval (classification), the 
second the ascending or descending movement and 
the third the number of semi-tones composing an 
interval (qualification) and the fourth represents the 
numbers of semi-tones found in that piece. 
 

The determination of such a characterized alphabet 
is not enough to calculate entropy in a music piece: 
it is necessary to consider how intervals follow one 
another inside the piece. 
This is the reason why Markov’s process is used (or 
stochastic markovian process): it is a choice to ex-
tract transition probability that determines the pas-
sage from a system state to the following one only 
from the immediately previous state. 
This determines the loss of a “historical” view of the 
process focused on a higher number of transitions, 
but results a good compromise to the need of simpli-
fying the analysis, as well as to respond to composi-
tion rules defining a composition of an interval se-
quence representing the melodic movement towards 
the note which is added each time. 
Surely the characteristic of human creativity consid-
ers influential a certain number of intervals previous 
to that generated, but it is considered as sufficient as 
the generated model. 
Moreover, being the language from which to pull 
out rules restricted to a specific composition, a mul-
tiple-transitions stochastic process could extrapolate 
its own probabilities from a number of cases too 
limited to be significant. 
 
So we create the transition matrix, built on the tran-
sition possibilities between system states (condi-
tioned probabilities). In our case, matrix represents 
chances that a certain interval could resolve in an-
other interval type. 
To better explain, let's consider the following exam-
ple (Fig.1) 

 
 
In the score we consider the first interval do-re; this 
corresponds to a major interval (2M), ascending (a), 
that precedes re-mi interval, that is again a 2nd ma-
jor interval.  
Transition matrix will be updated, incrementing by 
one unit, the corresponding box at the crossing of 
the two intervals. 
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Now, considering this last interval, we can notice 
that following mi-fa is a 2nd minor interval (2m), 
ascending (a), so we update matrix incrementing 
one unit the corresponding box at the crossing be-
tween 2nd major ascending intervals with 2nd minor 
ascending intervals. 
 

 
 
This procedure repeats itself up to the end of the 
score (see Fig.7). 
Note how the configuration in statistical values pre-
sent in the flowchart is a visual pointer of how al-
phabet chances can divide the musical piece, and act 
as a pointer to the redundance in the melodic articu-
lations. 

 
Fig.7: Example of a Transition matrix taken from 
Bach's “Two voices inventions in D major BWV 
772”, relative to only first staff. 
 
 
5 Obtained results  
The analysis model shown in this article has been 
tested through the creation of an algorithm2, whose 
structure considers first of all each of the singular 

                                                 
2 Melodic Segmenter 

aspects as shown above; algorithm does not con-
sider any limit regarding to table dimensions repre-
sentative of the alphabet and of the Transition ma-
trix, on the contrary, they will be dimensioned 
automatically at each analysis, based on the charac-
teristics of the musical piece. 
The type of intervals considered is not dimensioned 
a priori drawing on the knowledge of the analysis of 
music literature to give algorithm particularity and 
specificity at every single analysis, thanks to statis-
tics on intervals type present. 
Every formal expectation on type of intervals, ex-
pected as significant, could restrict analysis to 
pieces in a certain period, e.g. Baroque (in which the 
extension of a melodic interval normally does not 
exceed two octaves), but it would behave in a lim-
ited way in XIX-XX century pieces, in which in 
some instrumental writings the melodic interval can 
also exceed two octaves. 
In conclusion, another important aspect, considered 
to define logical algorithm bases, is the nature of the 
data: analysis results are shown through numeric 
values representative of entropy value in every sin-
gle segment. 
On the basis of entropy definition given in previous 
paragraphs, it is noticeable that never will values be 
greater than zero, but instead very low values; so it 
is important to evaluate decimal number, that can 
determinate, however slightly, the individuation of 
the more important segments; the greater the num-
ber, the greater the analysis precision. 
Many pieces of various authors and periods have 
been analyzed, seeking to give space between dif-
ferent compositive techniques. 
 
Here are analysis results of three pieces : 
Bach's “Two voices inventions in do major BWV 
772” 
L.Van Beethoven's romance for violin and orchestra 
op.n.50 
J. Brahms' intermezzo op.n.119 
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Bach's “Two voices invention in D major BWV 
772” 
 
The “invention” (taken in this article from the be-
ginning as a model for musical example), is part of a 
collection of 15 pieces that are short compositions 
written by Bach for his pupils for a didactic purpose. 
But although they were created for teaching pur-
poses these are by no means simple style exercises. 
They are instead small masterpieces of expression. 
As one can read in the heading inserted by Bach, the 
15 two-voices inventions were composed to intro-
duce to the study of polyphonic execution and of 
music composition. 
Theme exposition (see Fig.8), from which all inven-
tion material will follow, has the purpose of making 
clear the raw material on which the composition is 
based. 
 

 
Fig.8: The subject is represented by a semi-phrase 
including measure 1 and the first 16th of measure 2. 
It is composed of two clauses. 
 
 
The first clause ends on first octave of 3rd move-
ment (truncated – or male - cadenza ). 
 
The second, in contrast, starts from the note on 
which it first ends (linked by elision) and ends with 
a truncated cadenza on first 16th of measure 2. In 
imitative composition, it is useful to individualize 
also the subject head: it represents a fragment often 
replied in an imitative way that can be described as 
a first melodic subject mode, the first metric foot. 
In the following, we report the final table (Fig.9) re-
stored by algorithm, in which in the first two col-
umns the segment starting positions are reported, for 
its individualization inside the piece, and its length 
(how many notes it is composed of). 
 
In third column the entropy value of that segment is 
shown.  
 
In conclusion, in the last four columns are shown 
the values relative to every segment redundance in 
its four possible states : original one (O), retrograde 
(R), inverse (I) and inverse retrograde (IR). 
 

 
Fig.9: Final table restored by algorithm. 

 
 
For a better data evaluation, and to appreciate them 
in their real meaning, we have projected the entropy 
values on a graph, using as a reference not “uncer-
tainty” represented by it, but instead the information 
(less uncertainty means more information). 
 

 
Fig.10: Graphic representation of information car-
ried by various segments found by the segmentation 
process. The scale used is the logarithmic scale that 
shows very low values as well as very high ones. 
As can be seen, the first segment starting in note 1 
and composed by 11 notes corresponds exactly to 
the main theme. 
On the grounds of redundance, the found theme is 
that one with the lower value (only 2 segments 
found in original state): let us note that the result is 
perceptible because major information is not associ-
ated to redundance (psycho perceptive approach) 
but instead to segment structure, that is to its alpha-
bet. 
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L.Van Beethoven's romance for violin and or-
chestra op.n.50 
 
For the second piece to analize, it has been chosen a 
composition written in concerto form, and features a 
soloist instrument accompanied by an orchestra. 
The choice of this piece was suggested for the need 
to evaluate the strength of algorithm, through a 
polyphonic piece: the main theme, shown by the 
solo instrument, (violin), starting from measure 1, in 
piece representation does not correspond to starting 
position 1 (like in Bach's piece case). 
Moreover, the main theme is composed by 8 meas-
ures, that contain two clauses each of 4 measures: 
first clause starts from measure 1 and ends in meas-
ure 4 of 3rd movement; second clause starts from 
measure 4 of 4th movement and ends in measure 8. 
 
 

 
 
Unlike in the first piece, the list of found segments 
is very long (383), but the main theme and the sec-
ond clause emerge as important segments. 
Third segment corresponds to solo instrument ca-
denza, in measure 77, and fourth instead in second 
phrase, that starts in measure 10 and ends in meas-
ure 16. 
Here follows a table extract, summarizing the frag-
ments (Fig.11). 
 

 
Fig.11: Final table restored by algorithm. 

J. Brahms' intermezzo op.119 n. 3 
 
This piece is different from the others given in the 
accordal type of writing: the perceived melody is 
almost hidden in the middle of the polyphony.  
 

 
 
Also in this case, results satisfy expectations, i.e. the 
first segment found in the summarizing list (Fig.12) 
is exactly the one of the identifying melody: it has to 
be mentioned that also in this case the fragment has 
a very low redundance in relation to the others; that 
enhances the thesis by which segment structure car-
ries information. 
So, the structure of this piece, that characterizes it-
self in secondary voices with replied accords, could 
create some problems in seeking segments, if re-
dundance had been considered as the only test pa-
rameter. 
 

 
Fig.12: Final table restored by algorithm. 
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6 Conclusions 
The instruments shown in this article follow an in-
novative point of view that lets the discovery and 
valorisation of information coherent to our percep-
tion. 
These instruments have been developed focusing on 
specific musical objectives. 
For this reason we have tried to find first of all a 
unique analysis system, good for every musical 
form (from fuga to sonata, from romanza to inter-
mezzo) and for every style (from monody to po-
lyphony). 
The extension of this methodology to rhythmic 
analysis of a musical piece could help in the evalua-
tion of the single fragments found. 
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